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OUTLINE

1.  Overview of activity in SVTA P&P SG

2. Technologies under consideration / study

- Client-side switching

- Server-side content steering
- Edge-supported steering framework

3. Demo & Preliminary results

4. Conclusions
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Problem Statement

Issues with CDNs can impact QoE at the player if a specific CDN is performing poorly but still being used to fulfill the
requests. The delivery system needs to include business logic and heuristics to be able to switch between CDNs, for
whatever reason, and have the requests appropriately modified to reflect the new CDN URL.

Project Description

Multi-CDN delivery has become commonplace in scalable streaming video architectures, but switching to a
different CDN in real time to improve QoE is not easy. Many server-side and client-side solutions are available to
streaming operators, but there is little consensus on the best way to accomplish it. This project studies several
existing and proposed solutions to this problem to understand their merits and scenarios when each can be
recommended. The Load Balancer is a client-side solution proposed in this project. It is a Typescript library that
serves as a client-side multi-CDN switcher for video streaming. For each video segment requested by the player,
the Load Balancer determines the best CDN to use and outputs a modified HTTP request identifying that determined
CDN. The Load Balancer determines the best CDN by maximizing business rules and Qos scores, with initial values
provided by an external interface. Once playback begins, an internal algorithm in the Load Balancer updates the
QoS scores with each content delivery network request. The Load Balancer repository dlso comes with a demo page.
The demo page shows lightweight Javascript integration of the Load Balancer with the open-source Shaka player.
Content steering is a combined client-side and server-side architecture relying on Content steering functions of the
HLS and DASH standards. There have been two proposed implementations of such solutions to the project. One
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MULTI-CDN DELIVERY

Many architectures have been proposed in the past

Architecture

Pros

Cons

DNS-based

This is the simplest of all solutions since the
source video URL always remains constant.

Switch delay is more time-consuming, ranging from
300 seconds to even five minutes in case of CDN
failures. This can immensely hamper the user QoE.

On-the-fly
manifest
rewrite

Better user experience due to midstream
switching eliminating the need for hard refresh
during video playback. No matter the volume of
session resets, this method reduces the
chances of a cascade effect that may hamper
the video workflow.

Rewriting the manifest can sometimes bring about
errors. Midstream switching is not completely
seamless, and takes time for the server to
understand that a particular CDN is unavailable.

Server-side

It is a relatively simple CDN switching method to
implement since changes happen in the server
itself that is easier for the operator to control.

Page loading may take some time, adding to delays.
Since CDN switching is based on the collective data
from many clients, it does necessarily consider the
unique conditions of the actual clients.

Client-side

QoS data is almost accurate as it is fetched
based on individual clients’ local and real-time
performance metrics. Seamless midstream
CDN switching is possible.

It is a complex procedure to implement when built in-
house due to the code complexity of the algorithms
that requires detailed planning.

https://www.svta.org/2023/01/03/investigating-approaches-to-multi-cdn-delivery/

But none of them is perfect...
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BIG TOPIC

Video Delivery Market 2022—2028

Investigating A Multi-CDN

CDN by Service Type 2020 - 2027

- The objective of SVTA activity is to study and produce report guiding the industry on the available choices
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ARCHITECTURES UNDER STUDY $SEGMENTS: 2024

SVTA member contributions:

Server-side solution:
Content steering prototype (Comcast

Client-side solution:
CDN Load Balancer (Lumen

Edge-side solution:
Content steering @ edge (Brightcove)

2 D O seamingideotechnologyall x | + = B 2 O O sreamingvideo-tachnology-all x | =X 2" D O sreamingvideo-tachnology-all x | =X
<« C @  httpsy//github.com/streaming-video-technology-alliance/cdn-load-balancer B A Q| ] < C a 7 g-video ology-a /content gpotoype B A v Q1M = @ R -~ O < C @ Z 9 /content_steering_at_edge B A Y QIO ¢ @ K E (/]
=0 / .8 | Q Type(Jto search >|[[+-][o][n]le =0 deo-techno. / ing-prototy... 8 | Q Type ([)to search > +- 0 n @ = ) steanmingideo-tectnolo.. / contentsteering.ated... & | Q Type o search > 1 [+~])(e](n)(a
<> Code @ lssues 11 pulirequests @ Actions [ Projects [0 wiki @ Security I Insights <> Code @ Issues 11 Pullrequests @ Actions [ Projects [ wiki @ Security [+ Insights <> Code @ lIssues 11 Pullrequests @ Actions @ Security |2 Insights
3 cdn-load-balancer  rate Owstch 0 - || ¥ fork 0 | v || % sur4 3 content-steering-prototype et Owatch 0 - || ¥ ok 0 | v || ¥¥ s~ 5 content steering_at_edge riate OWatch 0 ~ || ¥ fok 0 | v || % sar1 | v
P nan < | B 1o Soms Gaont 3l Aot e . Qe e About P nan < B 1smman Do Qwowne e About
Midstream multi-CDN switcher for No description, website, or topics provided. This repository contains the original
@ sergears Merge pull request #6 from streaming-video-technol.. @B 5c78938 - lastyear 0) 11 Commits intelligent video load balancing @ ab2022 update priority name 47b9288 - 10 months ago {0 6 Commits, @ ouillemcabrera Using multiple reported pathways & throu... @ 99057ec:§monthsago D) 7 Commits Content Steering @ Edge proposal from
0 Readme Brightcove
W github Add codeowners 2 years ago [ Readme 8 endpoint add support for PATHWAY-PRIORITY and L. 10 months ago A Activity 8 manifest-updater Add manifest-updater component last year
5 MITlicense hs cdn  dah  contentsteering
™ demo Increase shaka retry maxAttempts styear | W nginc-consteer-module differentiate between BASEURL and LOCATL, 10 months ago | ) CUStom properties W steering-server Using multiple reported pathways & throug. 6 months ago s
Activity % 1star
| img Initial release 2 years ago B Custom properties [ LICENSE-2.0:txt add license last year ® 0watching [ UCENSEmd Add License last year 0 Readme
4t View licens
™ ib Initial release 2 years ago W 4stars [ Readme.md update priority name 10 months ago ¥ Oforks () READMEmd Add repo README last year B View license
. ® 0watching A Activity
test Initial release 2yersa00 |y g pons
Releases - ti
00 README z 00 README &8 License F = B Custom properties
[ editorconfig Initial release 2 years ago — No releases published — Yy 1star
Releases Creste s new release © Owstching
O eslintrc Initial release 2 years ago . . .
No releases published Comcast server side Content Steering prototype Content Steermg @ Edge % Oforks
O gitignore Initial release 2 years ago Create 3 new release Packages
This repository contains a working server side implementation of CON content steering. The [ W . . ementation of CON switching technoloqy utiising Content Languages
. N . o pax ublishe his repository contains an implementation o switching technology utilizing Conten
O prettierrc Initil release 298915290 packages functionality was validated with dashjs reference player version 4.6.0. There are 2 parts as e e posttony €0 it o oy uilieng
N ublish your firs Steering mechanisms of HLS and DASH standards. —— .
described below.
[ CHANGELOG.md Initial release 2yearsago | o packages published X - . X . ® Gos30% o lavascript 447%
Publish your frst package Languages The unique aspect of this implementation is a stateless operation of the steering server. It is o Dockertie 14%
[ ucense Create LICENSE 2 years ago Part 1. NGINX module effectively a function that may be executed once per server request. Such implementation
———————————
enables highly scalable and cost-effective deployment using edge computing capabilities of
Contributors 3 The NGINX module adds the xml elements needed enable content steering to DASH
[) READMEmd Update READMEmd 2 years ago g advanced CDNs or edge platforms
manifests.
D jestconfigis Initial release 2 years ago Q Sergears Sergey Arsenyev The other feature of this implementation is a much lower TTL response period achieved in
Part 2. Steering Endpoint mmunication with the streaming players. This enabl ring servers to react faster,
[ packagejson Inital release 2 years ago ,ﬁ, jnthibeault Jason Thibeault 9 Endp communication with the streaming players. This enables steering servers to react faster,
) ) achieve more precise switching behavior, and perform context-adaptive delivery
Golang program that serves a steering endpoint API. It responds to HTTP GET requests with o N
D rollup.config.ts Initial release 2 years ago glenng1215gh glenng optimizations maximizing QOS/QOE.
the following json for example: .

https://github.com/streaming-video-technology-

https://github.com/streaming-video-technology-
alliance/cdn-load-balancer

alliance/content-steering-prototype

https://github.com/streaming-video-technology-
alliance/content_steering_at_edge
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CLIENT-SIDE SWITCHING $SEGMENTS: 2024

CDN load balancer by Lumen CDN global score =
CDN QoS score X(CDN businw
Commercial version Open-source version
‘ Gos‘stad’é from (busine;: s;\\' S ; Global Score ~
Lumen backend previous viewers | provider Broadcaster can prioritize certain
< OR L (EQ&M)J CDNs over the others because of
w ) + Lower cost

* Geographical proximity
» Contractual obligations
- etc
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T
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. . . H'H H S t full E h d N f CDN
Initial CDN is chosen based on supplied Initial CDN is chosen based dovmloadedtiomred | |when oo | Now prefergreen
business scores and QoS scores from on supplied business scores CDN and green CDN requesting from
previous viewers and default QoS scores o

LUMeN

© 2022 Lumen Technologies. All Rights Reserved.

SVTA open source version works with:

- Shaka player (HLS, DASH), and DASH.js (DASH)
- Requires back-end for providing initial QoS and business scores.
.
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HLS / DASH CONTENT STEERING $SEGMENTS: 2024

The concept
Origin “ Players
|
GET "https://steeringserver.com

?session=abc
& DASH_pathway=
& DASH_throughput=145000"

CDN1

Manifest CDN

<BaseURL serviceLocation=" "> /</BaseURL>

<BaseURL serviceLocation=" "> /</BaseURL>

<ContentSteering defaultServiceLocation=* .
S _ . Steering

queryBeforeStart="true">https://steeringserver.com>

</ContentSteering> server

"VERSION": 1,
"TTL": 300,
PI’OS . "RELOAD-URI": "https://steeringserver.com?session=abc"

"SERVICE-LOCATION-PRIORITY": [" !
« Standards based ! ]

« The same steering protocol & server is used for both HLS and DASH
« Simple integration — no need to patch players! CDN priority order
« Complements the existing BaseURL redundancy / failover behavior mechanisms returned by the server
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CONTENT STEERING: CLIENTS $SEGMENTS: 2024

Content-steering-capable clients:

Media Player DASH Content Steering | HLS Content Steering

@ VIDEO.JS

S

Sgslfa
& ExoPlayer
his.js

@& AVPlayer
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CONTENT STEERING SERVER $SEGMENTS: 2024

Server-side implementation

& DASH_pathway=
& DASH_throughput=14500

Steering
player events
server
QOS/QOE
F data . .
Business Analytics engine
rules / logic / session DB

Challenges

« TTL time: 300s default is too long! Suitable for basic CDN load balancing. Not suitable for QOE optimizations!
» Scalability: the steering server should be at least as scalable as manifest CDN!
. Costs reducing TTL will increase number of requests and traffic to the steering server!
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CONTENT STEERING @ EDGE $SEGMENTS: 2024

Edge-based architecture

(= ———

-
———

CDN1

CDN2
Manifest wammma Manifest CDN
updater

Susinoss Steering — 5 Steering

ruley master servers @

Business R SCae
rules / logic
Benefits

« Scales well with CDNs or edge platforms.
« TTL can be smaller; comparable to player buffer delay; Can be used to optimize QOE!

QOS/QOE data
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OPEN SOURCE PROJECT IN SVTA $SEGMENTS: 2024

Framework
=

GET <URL>?state=<...>

Manifest . & DASH_pathway=

Manifest CDN & DASH_throughput=14530
updater

N\
N
Test/Demo
controls Steering

Servers

Elements:

« Component 1: manifest updater inserting content steering information in the manifests (Golang)
« Component 2: steering server implementation with several deployment variants (Node.js, Lambda @ Edge, etc.)
« Component 3: DASH and HLS players: DASH.js, HLS.js, video.js, shaka — existing open source projects
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DEMO: www.content-steering.com

#$SEGMENTS: 2024

z. m [53 Brightcove Content Steering Der X -
< ] (5] https://www.content-steering.com
+

BRIGHTCOVE
CDN configurations
Edge platform
Media / Format
Streaming client

.

Content Steering demonstration

Pathway CDN vendor Enabled Load allocation Usage [MB]
cdn-a Cloudfront [ @] % 30 0

cdn-b Fastly [ ®] % 30 6.08

cdn-c Akamai [ @] % 40 (o]

Akamai EdgeWorkers ~

Big Buck Bunny - DASH with Content Steering ~

DASH s - EZEdashjs

CDN priority order
1.cdn-b 2.cdn-c 3.cdn-a

CDN Selection

DELIVERY 3
¢

11



TESTING FRAMEWORK

Control panel:

Playback sessions

$SEGMENTS: 2024

Statistics collection

o2 content.stesring com/playec i iMOA DAWLTA DAWMDAWMDAILC PanyY. @
€] QO B hitpsy/v2.content-steering.com ! tenssng e/ B |
Playback session using "CDN A"
Playback statistics CDN Selection
lcdna
Volume £ 2
[BCDN A = H : = =2 |
System CDN A + B + C + Content Steering CDN A CDN B CDN C - 3 - ;
- ‘ A
¢
Video views 615 581 581 587 L
¢
Seconds played 368432 351974 350868 345320
Traffic [GB] 54.41 53.46 5342 5372
Qos pecs.
Session statistics Fragment Requests
System CDN A+ B + C + Content Steering CDN A CDN B CDNC 9 q
Volume Type Pathway Request URL
Throughput [Mbps] EDEY A2 i) 202 Seconds played 6814 Audio cdn-a  https:/fcdn-a.content-steering.com/bbb/
audio_128kbps/seg-69.m4f
Throughput Std Dev [Mbps] 242.06 24796 23823 248.50 Traffic [CB] 001
Video cdn-a  httpsi/fedn-acontent-steering.com/bbb/
Latency [ms] 2008 1298 3990 2184 Qo video_1920x1080_4531kbps/seg-67.m4f
Latency Std Dev [ms] 9502 141.01 1483.71 547.87 VAETEEEE =] o)
Throughput Std Dev [Mbps] 122 Steering Data
CDN switches 38 o} o (o]
Latency [ms] 022 Request
Latency Std Dev ms] 008 Timestamp  2024-02-14T1719:07.440Z
QoE : " 100000x
. https://cdn-a.content-steering com/dash.dcs
System CDN A+ B + C + Content Steering CDN A CDN B CDNC QoE ing. params=eyJtawsC i
MTQ4NZgsImNKbkayZGVyljpbimNKbihIOs!
Start time [ms] 797.09 631.74 66914 909.09 Start time [ms] 44 nBy b: 16NZC4NT)
MCwicGFOaHdheXMIOIt7ImikijolY2RULWEIL
Re-buffering ratio 057 059 133 061 Re-buffering ratio 0.00 CI0aHIVAWdOCHVOIjo30TUXOTQxAVOsINRpb
i : T ® WV2dGFtcCIEMTCWN zkzMTEZNJMOOX0%3D
. &_DASH._pathway=%22cdn-a%22&_DASH._th
Re-buffering events 169 172 172 17 Video bitate [Mbps] 455100 roughput-4225250 Real-world tests
Video bitrate [Mbps] 346 344 342 341 Resolution [lines] 1920 Pathway cdn-a M It. | .t / I b
Rendition switches o Throughput 4225250 bps u Ip e SI eS a S
Resolution [lines] 1558 1551 1546 1541 o .
S No artificial throttlin
Rendition switches 664 617 603 662 g

Start playback session

System
Media / Format

Streaming client

The same conditions to
different technologies

®
o

DELIVERY 12




NEXT STEPS $SEGMENTS: 2024

.  Complete study / testing CHNICAL

PUBLICATION

2. Publish SVTA report on CDN switching AT
- Problem explanation Switching

- Comparison of architectures
- Summary of findings based on out tests

3. Synergies with other projects:

- SVTA Open caching
- SVTA QOE SG
4. Applications in hybrid delivery ecosystems

- Wireless: 5G-MAG, 5G broadcast, etc.
- Satellite assisted delivery: 5G-EMERGE, etc.
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