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Abstract— This paper describes a video coding technolog&VvC/H.264 [3], [4] anchors used, etc. can be foundhe

proposal submitted by Qualcomm in response tord ill for

introduction to the special section on the call gooposals on

proposal (CfP) issued by ITU-T SG16 Q.6 (VCEG) angigh efficiency video coding standardization ofstigsue [5].

ISO/IEC JTC1/SC29/WG11 (MPEG) in January 2010. Th
proposed video codec follows a hybrid coding appihdzased
on temporal prediction, followed by transform, gti@ation
and entropy coding of the residual. Some of its fegtures
are extended block sizes (up to 64x64), single padéshed
interpolation filters with offsets, mode dependeirectional
transforms for intra-coding, luma and chroma highcgsion
filtering, geometric motion partitions, adaptive tina vector
resolution and efficient 16 point transforms. Itsal
incorporates internal bit-depth increase and medituadtree-
based adaptive loop filtering. Simulation results presented
to demonstrate the high compression efficiency esadd by
the proposed video codec at the expense of modieatase

©ualcomm’s proposal [6] scored highly in both schije
evaluations and objective metrics and was amongbts-
performing CfP proposals. Some of the key featuoés
Qualcomm’s proposal are block sizes
traditional 16x16 macroblock structure, transforofssizes
16x16, 16x8, and 8x16, in addition to 4x4 and 8x®de
dependent directional transforms (MDDT) for inteding,
luma high precision filtering, single-pass
interpolation filters with offsets (single-pass SIF geometric
motion partitions, adaptive motion vector resolnficand
efficient 16 point transforms.

the

larger than the

switched

The proposed video codec utilized some coding tools

in encoding and decoding complexity compared to theroposed by other companies and adopted into thekéi
AVC/H.264 standard. For the Random Access and Levayp Technology Areas (JMKTA) software [7] such as intrbit-

configurations, it achieved average bit rate reidast of

30.90 and 33.8 for equivalent PSNR, respectively,
compared to the corresponding AVC anchors. The queg

codec scored highly in both subjective evaluaticasd

objective metrics and was among the best-perforntiig

proposals.

Index Terms — Geometric motion partitions, MDDT, adaptive
motion vector resolution, switched interpolation flters with
offsets, video coding

I. INTRODUCTION

This paper describes a video coding technology qsalp
submitted by Qualcomm in response to a joint ealpfroposal
(CfP) [1], [2] issued by ITU-T SG16 Q.6 (VCEG) and
ISO/IEC JTC1/SC29/WG11 (MPEG) in January 2010. Deta
regarding the CfP process, test set,
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coding canstra

depth increase (IBDI) [8], and modified quadtresdsa
adaptive loop filtering (QALF) [9]. Several otherols such as
chroma high precision filtering, direct mode for diices,
motion vector scaling, and changes to the AVC/H.g&zte
syntax for B slices were also included in the psgubvideo
codec. However, due to a limitation of space, theshkniques
will not be described in this paper. Interesteddeza are
referred to [6] for a complete description of thesehniques.

The rest of this paper is organized as followsSéction II,
the details of the key features of the proposedecodre
provided in the context of the different functior@bcks. In
Section Ill, experimental results are presented.e Th
performance of the proposed video codec is evaluatsler
low delay and random access conditions. The codisglts
are compared to the AVC/H.264 anchors providedhkyGfP.
Results of subjective evaluations and complexitygarisons
are also provided. Finally, conclusions are presknin
Section IV.

The proposed codec is based on the traditionalidhybr
coding approach, utilizing motion-compensated terapo
prediction between video frames as well as intaaaf
prediction, followed by 2-D transformation of theasial
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residual signals, quantization, and entropy codirtge codec
operates in a closed-loop and uses deblocking dk ase
quadtree-based adaptive loop filtering. The diffiéfanctional
blocks of the proposed codec are discussed inggrdatail in
the following subsections.

A. Intra-block coding

Intra-prediction used in the proposed video codec
identical to that of AVC/H.264. For the 4x4 and 8Bi®ck
sizes, 9 prediction modes are used and for the @@x»dck
size, 4 prediction modes are used. It is obserbed after
performing intra-prediction using the AVC/H.264 gdigtion
modes, there is still significant directional infaation left in
the prediction residual. To exploit this, the prepd codec

coefficient matrix has some directionality. For exde,
consider the vertical prediction mode (mode 0).eAfintra-
prediction, transform and quantization, the norezer
coefficients tend to exist along the horizontaledtion. By
using a coefficient scanning process oriented énhthrizontal
direction instead of the zigzag scan, the non-peefficients
in the 2-D matrix can be positioned towards theirr@gg of

the 1-D array. This, in turn, improves the entrogyding

efficiency. Quantized transform coefficients copmsding to
different intra-prediction modes carry differentatgtics.

Therefore, for each mode, adaptive coefficient stan is

used. This is accomplished as follows:
1. At the beginning of each video slice, the ca@dfit

scanning order for each intra-prediction mode itsalized.

uses mode dependent directional transforms (MDDAQ @ 5 Eor each non-zero coefficient coded. the countha

adaptive coefficient scanning to maximally compthet intra-
prediction residual energy and increase the entropying
efficiency, as described in the following subsettio

1) Mode dependent directional transforms for intra-
prediction residuals

To exploit the directionality of the intra-prediot

residuals, the proposed video codec uses mode depen

directional transforms (MDDT). Since the transforim
dependent on the mode, no side information is saces
which is rather important for the smaller blockesizsuch as
4x4 and 8x8. MDDT was first proposed in [10], [1W)e
briefly describe the design and implementatiorhefMDDT.

MDDT is based on the Karhunen-Loéve transform (KLT)

Ideally KLT derived from the statistics of the iatprediction
residuals for a particular intra-prediction modeuldobe the
optimal choice from a rate-distortion perspective that
mode. However, for a 2-D residual block, KLT is ann

corresponding position is incremented by one.

3. After each macroblock is coded, the coefficigranning
order is updated according to the count statistidiected.

4. The collected count statistics are scaled dofwthe
maximum count exceeds a threshold. This gives more
importance to the recent past, resulting in bettiEptivity.

5. The updated scanning order is used for the godlirihe
future blocks. The control returns to step 2 utitd encoding
of the slice is completed.

The initialization is performed based on the prolitstbof
each transform coefficient being non-zero. The sitgnorder
is initialized in the decreasing order of the ptaby of a
coefficient being non-zero. The probabilities aegived from
the same training set used in the design of the MDiatrices.

B. Inter-block coding
The proposed video codec introduces a number ahgod

separable transform. For amx N block, the KLT matrix size tools to improve the inter-block coding efficiendgxtended
is N2xNZ2. Thus, KLT is prohibitively expensive in terms of0lock size motion partitions and geometric motiartgions

storage and computational requirement. Our propoigeb are introduced to better align the motion partitiorthe video
codec uses a separablex N directional transform, which content. Also, the use of higher precision moticector

can be described as

Y=C XR )

representation and improved sub-pixel interpolatifumther
improve the efficiency of motion compensation.
1) Extended block size motion partition

where C; and R are the column and row transform matrices” g, higher resolution sequences such as 720p aBabl@
for the intra-prediction modé respectively. Singular Value is much more likely that spatial areas larger th&r16 have

Decomposition (SVD) is applied to the training sétintra-
prediction residuals for a particular intra-prewint modei,
first in the row direction, and then, in the columnection to
determine the transform matric& and R . The proposed

codec uses fixed-point approximations of the tramsf
matrices. The training set used to design the MDDAfrices
consisted of QCIF and CIF sequences. It did ndudeany of
the sequences from the CfP test set.
2) Adaptive coefficient scanning

After applying a transform to the intra-predicticesiduals,
the 2-D transform coefficient matrix is convertedoi a 1-D
array. In AVC/H.264, zigzag scanning order is usedhat the
lower frequency coefficients are positioned eaiilethe scan.

homogeneous motion. Thus, it is advantageous twaibr
motion partition sizes larger than 16x16. Such zatereled
block size motion partitioning scheme was propose¢l2]
and has been adopted by JMKTA. The proposed viddec
uses this scheme where the largest motion partios is set
to 64x64. At 64x64 block size, motion partitions @fx64,
64x32, 32x64, and 32x32 are permitted. If the nmotio
partition of 32x32 is chosen, each 32x32 block bawe
motion partitions of 32x32, 32x16, 16x32, and 16x[f6a
16x16 partition is chosen at the 32x32 block lewedch
16x16 block can be further partitioned in accordawith the
existing motion partition sizes in AVC/H.264 (16%186x8,
8x16, 8x8, 8x4, 4x8, and 4x4). In addition, for @#x64 and

However, in the case of MDDT, even after separab@2x32 blocks, skip and direct modes are also useih she

directional transform is applied, the resulting 2#@ansform

case of 16x16 macroblocks in AVC/H.264.
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In the proposed codec, the motion partition is icheiteed by

performing a bottom-up search. First the minimunte+a

distortion (RD) cost for each 16x16 macroblockeésedmined.
Then the combined RD cost for 4 16x16 blocks is mamad
with the RD costs for 32x32, 32x16, and 16x32 parns. By

MV,

choosing the minimum RD cost, we obtain the optimal N >

partition for the 32x32 block. This process is rpd for the
4 neighboring 32x32 blocks, to obtain the optimaidtion

partition for the 64x64 block. It should be notedttif the best
motion partition contains 16x16 blocks, then the i blocks
may be intra-coded.

2) Geometric motion partitions

In AVC/H.264, a translational motion model is assanfor
rectangular blocks. But this model is not accurateen a
motion boundary is present within a rectangularcklor his
problem is exacerbated when extended block sizéomo
partitions are used. One way to overcome this probk to
divide a block containing a motion boundary intoaflar
rectangular blocks so that the motion boundaryctdfenly a
few of the smaller blocks. But in this case, thembar of
motion vectors that are needed to be sent to tieedde is
much larger, resulting in higher rate. Another oluthat was
proposed in [13], [14] is to use another kind of tioo
partitioning known asgeometric motion partitions. This
motion partitioning divides the block into 2 regonThe
boundary separating the 2 regions is defined kyaggst line.
One motion vector is sent for each region. In owppsed
codec, geometric motion partition is introducedlaick sizes
of 64x64, 32x32 and 16x16.

The geometric motion partitions are created agval The
origin is assumed to be at the center of the bldtien, each
geometric partition is defined by a line passingptigh the
origin that is perpendicular to the line definirtge tpartition
boundary. This is shown in Fig. 1. The geometridipan is
defined by the angle subtended by the perpenditinkmwith

the X axis (d) and the distance of the partition line from th

MV,

Fig.1. Parameters defining a geometric motionitamt

a) Motion search for geometric motion partitions
Since there are so many possible geometric pantitfor

t €ach block size, it is prohibitively expensive foe encoder to

do motion estimation for each region of each gedmet
partition and then, perform rate-distortion optiatian. To
overcome this difficulty, whenever possible, motieactors
from the rectangular partitions at all block sizee reused to
speed-up the motion vector search for geometriditioas.
The encoder is structured in such a manner thatribéon
estimation for all the rectangular motion partisons
performed before the motion search for the geometri
partitions. For each geometric partition region, fivel the
largest rectangular block that lies entirely indike region and
for which a motion vector is available. The estiathtnotion
vector for that block is used as the motion vedtor the
partition region. If there are multiple blocks dietsame size
that lie entirely inside the region, the first btoin the scan
order is chosen. Fig. 2 shows an example of thacqss.
Suppose that we are interested in calculating thec&st of a
geometric motion partition represented by the khewn in
Fig. 2. In that case, for the region above the lihe 4x8 block
is the largest block for which a motion vector iseady

@vailable. The motion vector for the 4x8 block $signed to

the region above the line. Similarly the motion teedor the

origin (p). The equation of the line defining the partition8><8 block shown in Fig. 2 is assigned to the gedmet

boundary can be specified as

y:—_l x+—L_ =mx+c

tand  sind
We use two 32 bit lookup tables, one to store fbpes

&)

partition region below the line. If a geometric ftion at
block size of 16x16 is being considered, all theck$ of sizes
16x8, 8x16, 8x8, 8x4, 4x8, and 4x4 are consideoedet
whether they lie entirely inside the partition 1@gi

-1/tan@, and the other to store the scaled Y-intercept, To further reduce the amount of computation, asn@hical

—1/sin@ . The region to which each pixel belongs is cakeda
on the fly.

For each block size, 32 different valueséfare permitted
(from 0 to 360 in steps of 11.25). The number dfedent

search strategy is used. After choosing a motiactovefor

each region of the geometric partition and perfagni
overlapped motion compensation as described betoe,
motion cost is evaluated using the sum of absdlifferences
(SAD). For a 16x16 block, a motion cost is calcedator each

values for p depends on the block size. For the block sizg ?fossible geometric partition. Then, 16 geometrictians
16x16, p can take 8 possible values (0 - 7). For blockssizeyith the best motion costs are selected from 258sipte
of 32x32 and 64x64, can take 16 and 32 possible valuespartitions. Full enhanced predictive zonal sealER4S) [15]

respectively. Thus, for block sizes of 16x16, 32x3ad

is performed on each partition region of each of tt6

64x64, there are 256, 512, and 1024 possible gemetpartitions. This is followed by the calculation tbe true rate-

partitions, respectively.

distortion (RD) cost. The geometric partition witke lowest
RD cost is chosen. This is compared against thec& for
optimal rectangular partitioning of the 16x16 blodhk
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Fig. 2. Reusing rectangular partition motion vestfor geometric partition
motion search. Fig. 3. Overlappemotion compensation for geome partitions.

determine whether geometric partitioning shouldused for region 1 and light mesh squares belong to the kayndf
that particular block. region 2. If a pixel is not a boundary pixel, nofmaotion
For the 32x32 and 64x64 blocks, a similar straiedgllowed compensation is performed using the appropriateiomot
with a slight variation. For these block sizes,taéasl of Vvector. Butif a pixel is a boundary pixel, moticompensation
evaluating the SAD motion cost for each geometaidifion, it  is performed using a weighted sum of the motiordioteons
is evaluated for a subset of the possible geomptititions. from the two motion vectordMV; and MV, . The weights are
This subset is obtained by subsamplipgand 6 by 2. Thus,  2/3 for the region containing the boundary pixel &i@ for

the SAD motion cost is evaluated for 128 geomqidditions the other region. The overlapped boundaries imprthe
for a 32x32 block and 256 geometric partitions 4064x64  yjsual quality of the reconstructed video whilecatgoviding
block. Then, for each extended block size, 2 gedmetgmag] coding gain.
partitions having the best SAD motion costs areseho Let 3) Motion accuracy
one of the geometric partitions chosen have paemsg; and The AVC/H.264 standard allows motion vectors having
6,. Then, true RD costs for geometric partitions witi/4" pixel accuracy. But the 1/4 pixel positions are

. . interpolated using bilinear interpolation from fydixel and
pP=p-Lp+1l and 6=6-1125,6,6,+1125 are g pixel positions. Using separate filters desigio perform
evaluated using the EPZS search. Similar processpmsated 1/4" and 3/4' pixel interpolation results in more accurate
for the other geometric partition chosen in thetfstage. The interpolation. Furthermore, in certain sequences egrtain
geometric partition with the lowest RD cost is ofwsand regions, it is beneficial to have higher (1/Bixel) accuracy
compared against the RD cost for the optimal regtEm  motion vectors. For the proposed video codec, émhaegion

partitioning of the corresponding block size. in a motion partition, the motion accuracy can bepively
chosen to be 1/4pixel or 1/8" pixel. We will refer to this as

b) Overlapped motion compensation for geometric adaptive motion vector resolution. The choice @& thotion
partitions vector resolution is signaled to the decoder. Tétaits of how

Since two different motion vectors are used for iomt to encode the motion vector resolution flag as aslmotion
compensation inside a block with geometric partitidhe yector differences will be provided in section IKE
pixels at the partition boundary may have largeatiginuities ~ The motion search at the encoder is modified asvisl
that can produce visual artifacts similar to bloess. For every block in a motion partition, first a H/4ixel
Furthermore, since the geometric partition boundaay not accuracy motion vector is found using EPZS (or attyer
be aligned with the macroblock and sub-macroblockreferred motion search algorithm). Then, as shiowRig. 4,
boundaries, it is likely that the deblocking filteray not be ejght surrounding 1/8pixel positions are searched to find the
able to reduce the blockiness resulting from thengstric pest 1/8' pixel accuracy motion vector. The motion vector
motion partitions. To alleviate this, we apply theinciple (1/4" or 1/8" pixel accuracy) with the lowest RD cost is
behind overlapped block motion compensation (OBMQhe selected. Thus, the added complexity for adaptivation
geometric motion partitions. Let the two regionsated by a vector resolution is mainly due to the interpolatand the RD
geometric partition be denoted by region 1 andoredl. Let cost calculations corresponding to the eight "1/gixel
the corresponding motion vectors be denotedMy; and positions. The details of interpolation will be clissed in the

MV, , respectively. A pixel from region 1 (2) is defiheo be next subsection.
a boundary pixel if any of its four connected néigts (left, 4 INnterpolation

top, right, and bottom) belongs to region 2 (1. shows an

example where dark mesh squares belong to the houod 3 Luma interpolation

In the proposed video codec, single passitched
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> 1/4" pixel
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optimal 1/4™ position

pixel accuracy
motion vector

Fig. 4. Motion search for 1f8pixel accuracy.

interpolation filters with offsets (single pass SIFO) are used t
interpolate the reference frame to %/gixel accuracy for the
luma component. The single pass SIFO filters waerst f
proposed in [16]. First we review the interpolatiorethods
used in the AVC/H.264 standard. Then, the propos
interpolation method is described in greater detail

(1) AVC/H.264 interpolation

The AVC/H.264 standard uses T/gixel accuracy for the
luma motion vectors. Fig. 5 shows the integer-psaiples
(also called full pixel, shown in gray blocks witipper-case
letters) from the reference frame, which are usedterpolate
the fractional pixel (shown in white blocks withwer-case
letters) samples. There are altogether 15 fradtiqizel
positions, labeled “a” through “0” in Fig. 5. To tain luma
component at 1/2 pixel positions, (, andj), a 6-tap Wiener
filter with coefficients [1, -5, 20, 20, -5, 1]/32 used. For

position j, the interpolation filter is applied first in the

horizontal direction and then, in the vertical diten. To
obtain luma component at i¥4pixel locations, bilinear
interpolation is used. To perform bilinear integ@n, the
neighboring 1/2 pixel positions are calculated. Seheare
rounded and clipped to the original input bit-depfor

example 8 bits). After that, the 1V4pixel locations are
obtained by averaging using upward
combination of intermediate rounding and clippirfgttee 1/2

pixel positions and the biased upward roundingrdubilinear

interpolation effectively reduces the precision difie

interpolation filters for the 1/4 pixel positions. By
maintaining the 1/2 pixel positions in 16 bit orghér

precision, the interpolation of the /gixel positions can be
improved by eliminating intermediate rounding atigging of

the 1/2 pixel positions to input bit-depth and thimsed
upward rounding during bilinear interpolation Thasreferred
to as high precision interpolation filtering. Thigas first

proposed in [16] and used in the proposed videecod

Single pass switched Interpolation Filters
with offsets (single pass SIFO)

The basic idea behind switched interpolation fitisrthat at
each of the 15 fractional pixel positions, an iptéation filter
can be chosen from a set. For each fractional girsltion,
the choice of the filter is signaled at the slieedl. In addition,
choice of offsets is also signaled for each slEel@scribed in

2

rounding. Th

a o[l
d|e|f|g

= Do
l{m|n|o

B [ &

Fig. 5. Fractional pixel positions for 1" pixel accuracy motion interpolati.

the following subsection. The advantage of thigrpblation

method is that unlike various adaptive interpolatititers

proposed in the literature, it does not requiretiplel passes
through the frames. The frequency responses efdilillowed
for each fractional pixel position need to havewgiodiversity
to cater to different type of video content. At tseme time,
having too many filters in each set can increaseathount of
information necessary to be signaled at the séwell In our
proposed codec, at each fractional pixel locafiour, different
interpolation filters are permitted. Thus, fourfeient filter

sets are defined, each set consisting of 15 fjleme for each

fractional pixel position. The full pixel positida not filtered.

1. Filter set 0: This uses high precision filterinith the
same filters as in AVC/H.264 with the exceptionpafsition
‘g’, where a non-separable filter, as shown in €ablis used

ollowed by right shift by 7 bits).
TABLE |
FILTER FOR FRACTIONAL PIXEL POSITIONG' FOR FILTER SETO.
0 5 5 0
5 22 22 0
5 22 22 5
0 5 5 0

2. Filter set 1 and set 2: These filter sets anéveld by
using a set of training video sequences. For eegtpssitions
a, b, andc use a six-tap horizontal filters. Positicshsh, andl
use six-tap vertical filters. For the remainingctianal pixel
positions, 4x4 non-separable filters are used. B&the non-
separable filters has horizontal, vertical or dizgesymmetry.

3. Filter set 3: This filter set uses an 8-tap saiple filter in
both horizontal and vertical directions for all tfractional
pixel positions. Separate 8-tap filters are usedlfd” pixel,
1/2 pixel, and 3/ pixel positions. The three 8-tap filters are
shown in Table II. After filtering, the result ismmalized by
adding 128 and shifting the result down by 8 bitsl dhen
clipped to the pixel range.
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TABLE Il

. FILTER COEFFICIENTS FOR FILTER SE3.

t .
1/4” pixel [3 12 37 229 71 -21 6 -1]
pOSltlon
1/2 pixel [3 12 -39 158 158 -39 12 -3]
pOSltlon

th -
daTpixel | g 91 71 220 37 12 3]
pOSltlon

®)

Direct filtering for 1/8th pixel accuracy
motion vectors

To perform interpolation with 1f8 pixel accuracy, our
proposal uses direct filters for computationallyficiéncy.
When IBDI is not being used, it also provides cgdgains
because of lack of intermediate rounding and afigpdf the
1/4" pixel positions as well as lack of biased upwarshding
in averaging. For any 1/8pixel position, these filters are
derived from the filters used for the f/4ixel positions
assuming bilinear interpolation. For determining 18" pixel
filters, it is assumed that filter set 3 is used & the 1/4'
pixel positions. As an example, for 3/@ixel position the
following 8-tap direct filter used is used:

[-6, 24, -76, 387, 229, -60, 18, -4].

Here we have not shown explicit rounding and chigpat
the end of the filtering process. Thus, interpolatfor any
1/8" pixel position requires filtering with at most tv&tap
filters (horizontal and vertical). The proposed eodises no
offset associated with the 1I%ixel positions. This is done
due to the trade-off between the amount of siderinétion

that needs to be sent and coding gain. For chrorﬁa

interpolation, the motion vectors in the proposeder were

restricted to 1/8 pixel accuracy and high precision filtering

was used with 6-tap filters. The details can beéoin [6].
4 Choice of filter set and offsets

Before encoding a frame, the encoder selects er fitir
each fractional pixel position based on statisgathered from
previously encoded frames of the same type (P ofdrBpur
proposal, the filter that minimizes the sum of sgqda
prediction errors for the previously encoded framseselected.
For each fractional pixel position, the minimizatiois
performed only on blocks whose motion vector pototshat
fractional pixel location. The choice of filter rams the same
irrespective of the reference frame in which theiomsearch
is being performed. For reference frame 0 from ebsth
offsets are sent to the decoder for each of thérd&ional
pixel positions as well as the full pixel positidgtor other
reference frames only one frame offset is sent. dtfigets
provide significant gains for video sequences \litimination
changes.
5) Transformsfor inter-prediction residuals

transforms can not be applied across motion bougslaFor
motion partition of sizes 16x16, 16x8, and 8x16addition
to the 4x4 and 8x8 transforms, it is possible tphap larger
transform that is matched to the size of the mopartition.
As an example, for an 8x16 motion partition, thensform
choices are 4x4, 8x8, and 8x16. The choice ofrtirestorm is
signaled to the decoder. For motion partitions iné $4x64,
64x32, and 32x32, only 16x16 transform can be ubkede
we have adopted a variation of the encoder siroplifon
suggested in [17] to disallow 4x4 and 8x8 transforim
motion partitions larger than 16x16. This speeds thg
encoder substantially with very little effect onngaression
efficiency. We now will describe the design of théx16,
16x8, and 8x16 transforms, hereafter referred toBagp
Transforms, in greater detail.

Our proposal uses separable two-dimensional
transforms discussed in [18]. The transforms aeger scaled
transforms that approximate Type Il DCT [19]. Each
transform coefficient needs to be multiplied bycals factor
to make the resulting transform orthogonal. Thagiesf the
proposed transforms is fully recursive and basedhen_LM
factorization for the 4 point and 8 point transferf@0].

a) Proposed 16-point transform

Fig. 6 shows detailed flow-graph of the proposecd on
dimensional (1-D) 16 point transform. The upperef@vpart
of the transform uses a scaled 8-point transfohmovs with a
bounding box with solid lines), which in turn usescaled 4-
oint transform (shown with a bounding box with tédt
ines). Similarly, the lower (odd) part of the tsform uses two
scaled 4-point transforms. The scaling factorstiier 16-point
transform are shown on the right hand side. Thofad, B,
..., N satisfy the following relations:

52\/A2+Bz,c:\/C2+D2 =JE2+F2 and

n=vG2+H2 =y12+32 =JK2+12 =4/M2 + N2,

This factorization involves 4x16+8=72 additions and
16+8+3x4=36 multiplications, which matches the
complexity of the best known rotation-based factations
[19], [20], and has the advantage of a fully reimerstructure,
reusing scaled 4-point transforms. It should bexchdbat the
above matrix only specifiessaaled 16-point transform, and that
in order to map its output into full transform daeénts, we will
need to multiply them by the scaling factors shamnthe right
hand side in Fig. 6.

3

b) Transform Matrix
For the 1-D 16 point transform we choose the bilyter
factors shown in Table Ill. Here, in order to baanthe

dynamic range across the transform, we have intediuight

(2-D)

We will first discuss transforms for encoding inter shifts after multiplies. The transform coefficienisw fit in the
prediction residuals for non-geometric motion gemis. For range [-1.25, 1.25], which is tight enough for pica
motion partitions of size 8x8 and lower, the transf choices purposes. Since constants A..N are integers (adidyational
are identical to AVC/H.264. We reuse the 4x4 and 8xnumbers), we can replace multiplications with sinpéries of
transforms from AVC/H.264. As in AVC/H.264, theseadditions and shift operations. Moreover, we caiit flar each
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pair of multiplies performed for each input variabin
butterflies. The complexity of the entire multipliess 16-
point transform with such factors becomes 110 &mwitand
48 shifts. The details can be found in [21]. On dliger hand,
on platforms with fast multiplications one can aisgplement
it by using 72 additions and 32 multiplications bynply
following the flow graph.

TABLE Il
BUTTERFLY FACTORS FOR THEL-D 16 POINT TRANSFORM
A=2/4 B=5/4 C=19/32 D =4/32
E=16/32 F=1132 G =34/64 H =27/64
| =28/64 J=21/64 K =42/64 L=1164
M =43/64 N =6/64
) Proposed 1-D 8 point transform

We reuse the scaled 8 point transform from the ufgpesn)
part of the 16 point transform. The butterfly fasté\ — F are
the same as in Table Ill. The 1-D 8 point transforeeds 26
additions and 12 multiplications. If desired, thaltiplication
can be replaced by additions and shifts as in élse of the 16
point transform.

When implementing the transforms, to avoid accutmra
of rounding errors, we pre-shift the 2-D input mato the left
by 8 bits. After the transform, the transform coméhts are
shifted to the right by the same amount after ajppate
rounding. All the bigger transforms, namely, 16x16x8, and
8x16 can be implemented with 32 bits of precision.

C. Quantization

3 2 1

0

Fig. 7. 5x5 synmetric filter with diamond suppc.

slices, only a single QP value is used. For B sli& QP
values are used: (QP, QP+2, QP+3).

D. In-loop filtering
1) Deblocking filter

Our proposal uses the same deblocking filter as AVZB4
with suitable modification for BigBlocks. Recallahfor block
sizes greater than 16x16, only 16x16 transformseduThus,
for 32x32 and 64x64 blocks, deblocking filter iphgd only
along the 16x16 block edges. This reduces the ctatipoal
complexity for the deblocking operation if the béggolocks
are chosen frequently.
2) Adaptive loop filtering

We used a modified form of the quadtree-based adapt
loop filter (QALF) proposed in [24]. Instead of mgle filter
used in QALF, our proposal uses a seMofilters. The set of
M filters is transmitted to the decoder for eachmigaor a
group of frames (GOP). Whenever the QALF segmeniati

Quantization methods are unchanged from AVC/H.264nap indicates that a block should be filtered,each pixel, a

Since 16x16, 16x8, and 8x16 transforms used iptbposed
codec are scaled transforms, the scaling factor €ach
transform coefficient is absorbed into the quatitirastep. On
the encoder side, our proposal uses RD based gatoti
(RDO_Q) first proposed in [22] and discussed iragge detall
in [23]. The RD based quantization mainly consigt2 parts:
1. Trellis-based optimization of the quantizatiopemation
for transform coefficients: In the trellis-basediopzation, the
quantizer index is chosen based on the RD cosbdihg that
index in a Lagrangian framework. Due to the mannavhich
entropy coding of quantized coefficients is perfednin

specific filter from the set is chosen based oneasure of
local characteristic of an image, called the aftstivheasure.
Our proposal uses the sum-modified Laplacian meassr
described in [24]. The sum-modified Laplacian wasstf
proposed in [25] as a measure of image focus. dt déscrete
approximation to the modified Laplacian. The sundified
Laplacian for pixel(i, j) is calculated as follows:

K L
var(i, j) = Z Z|2Ri+k,j+l ~Risk-1j+ +Ri+k+lj+l|+

k=—K1=-L
(4)

AVC/H.264, it is sometimes advantageous to quantize |2Ri+kyj+| _Ri+k,j+|—l+Ri+k,J'+|+l|’
coefficient to zero instead of rounding to the esaguantizer where R ; refers to the reconstructed frame value for pixel
level. This is because the rate may be loweredcgeiftly to o . ) )
offset the increase in distortion. In the propositko codec, (+1)- A 7x7 (K,L =3) neighborhood is used for calculation
to keep the computation complexity manageable, ohly Of the sum-modified Laplacian. The ranges of sunutiffex
candidate quantizer indices are considered in ncases. Laplacian measure have to be sent to the decodier F
These are 0, round-up, and round-down. For CABA®, t coefficients are coded using prediction from cagdints
optimization is performed in 2 steps. In the fsgtp, the last transmitted for previous frames. Our proposal Uses, 7x7,
non-zero coefficient is chosen. Then in th¥ gtep, the and 9x9 filters with diamond shape support and sgtryres
quantizer indices for individual coefficients afesen. shown in Fig. 7. The numbers inside the squarescatel

2. Quantizing and coding a block with multiple gtizer ~Symmetry. Thus, pixels with index 1 have the saiiterf
step-sizes: Each block is encoded using a ran@ofalues. coefficient. The diamond shape support was choseause it
Then the QP value with the best RD cost is chosemh aoffers a good trade-off between complexity and qrenfince.
signaled to the decoder. In the proposed codec| ford P Adaptive loop filtering for chroma is the same hattin the
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original QALF.

E. Entropy coding

Context adaptive binary arithmetic coding (CABAQP] is
used in the proposed video codec for encoding fofrimation
such as block type, coded block pattern, motiortorecand
transform coefficients. The context is based omtsighboring
blocks in a similar way as in AVC/H.264. The diffeces
from AVC/H.264 are highlighted below.

1) Macroblock type

For a 64x64 block, a new syntax elemanb64_type, is
introduced to indicate the motion partition for thieck. This
can be SKIP, DIRECT, 64x64, 64x32, 32x64 or P32X¥82.

16x16 macroblock is sent to the decoder as in AVEZGHI. It
should be noted that whelelta_gp is signaled at the 64x64 or
32x32 block size, it is applicable to all the blscin the
motion partition.
4) Adaptive Motion Vector Resolution

For each block in a motion partition, a motion wect
resolution flag is encoded. A value of 1 (0) implied" pixel
(1/4™ pixel) motion vector resolution is used for thabtian
vector. We will describe the contexts used for CABA
encoding of motion vector resolution flag and motigector
differences (MVD).

For CABAC encoding of the motion vector resolutitag,
four contexts are used. The contexts are definsddan the

mb64_type of P32x32 for a 64x64 block indicates that thengtion resolution of neighboring partitions. Letb& the left

block is split into four 32x32 blocks. Then, forcka32x32
block, a new syntax elememb32_type, is sent indicating
the motion partition for the block. Amb32_type of P16x16
for a 32x32 block indicates that the block is spiiio four

neighboring partition and let B be the upper neagyhiy
partition. The precise definition of neighboringtitéons is the
same as that used in the AVC/H.264 MVD encodings fthur
contexts used to encode the motion vector resoldtay for

16x16 blocks. In that case, for each 16x16 blodie t the current block are:

macroblock typemb_type, is sent to the decoder.
2) Coded block pattern (cbp64 and cbp32)

For a 64x64 block, a new one bit syntax elemebp64, is
introduced to indicate whether the whole 64x64 kloas any
nonzero coefficients. A nonzercbp64 value indicates that
there is at least one nonzero transform coefficiéntbp64 is

1, for each 32x32 blockbp32 is encoded to indicate whether

the whole 32x32 block has any nonzero coefficielitebp32
is 1, for each 16x16 block, the current AVC/H.268p is
encoded to indicate its status.

3) Change in luminance quantizer step-size (mb64_delta_qp
and mb32_delta_gp)

Our proposal permits the luminance quantizer sisp-®
change as follows. If a 64x64 block is partitionedo 4
separate 32x32 blocks, each 32x32 block can havewn
QP. If a 32x32 is further partitioned into four I@xblocks,
each 16x16 block can also have its own QP. Thindtion
is signaled to the decoder usidelta_gp syntax. For a 64x64
block, if the mb64_type is not P32x3#hb64_delta_gp is
encoded to signal the relative change in luminaneantizer
step-size with respect to the block on the top4&de of the
current block. The decoded value aib64_delta_qp is
restricted to be in the range [-26, 25]. Tinb64_delta_gp
value is inferred to be equal to 0 when it is natsent for any
macroblock (including P_Skip and B_Skip macroblogses).
The value of luminance quantization for the currbhuck,
QPy, is derived as

QPy =(QPy prey *mb64_gp_deta+52)%52.  (5)

where QPy yrey is the luminance quantization parameter o

the previous 64x64 block in the decoding orderhim ¢urrent
slice. For the first 64x64 block in the slic®Py prey is set

equal to the slice QP sent in the slice header.

If mb64_type is P32x32, for each 32x32 block, the sam

process is repeated. That is,nifhb32_type is not P16x16,
mb32_delta_qp is encoded. Otherwisalelta_gp for each

1. Both A and B have 1/8pixel motion accuracy.

2. A has 1/¥% pixel motion accuracy and B has %/ixel
motion accuracy.

3. A has 1/8 pixel motion accuracy and B has %/gixel
motion accuracy.

4. Both A and B have 1/4pixel motion accuracy.

The encoder always maintains the motion vector (MR
MVD information at 1/8 pixel resolution (by left-shift if
necessary). Then, the MV prediction for the currglock is
formed with 1/8' pixel accuracy. If the current block has only
1/4" pixel motion accuracy, the MV prediction is corteer to
1/4" pixel accuracy by right-shifting and then the M®
formed. On the other hand if the current block h&' pixel
motion accuracy, the MVD is formed directly by salating
the MV prediction from the motion vector for thermnt
block. Once the MVD is formed, if the current blouks 1/4
pixel accuracy, for all the neighboring blocks uséat
determining the MVD contexts, the MVDs are conwverte
1/4" pixel accuracy. Similar procedure is followed fbig"
pixel accuracy. The encoding of MVD is performed
specified in AVC/H.264.

as

Ill. EXPERIMENTAL RESULTS

A. Objective performance

In this section, the quantitative results from puwposal in
response to CfP are presented. The objective peaftce is
compared with the Alpha and Beta anchors [5] gaadray

M 16.2 [27] for constraint sets 1 and 2, respettiv

onstraint set 1 (CS1) results for the proposedecodre
compared with the alpha anchor. Constraint setS2jCesults
for the proposed codec are compared with the bethaa.
Five RD points were generated for each sequencerddults
gre reported in terms of BD-rate [28], [29]. In TallV, the
results are reported by averaging the high BD-aatkthe low
BD-rate. For the calculation of high BD-rate, theuf highest
rates are used and for the calculation of low Bi@;rdour
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lowest rates are used.

TABLE IV
CODING GAIN IN TERMS OF BBRATE RELATIVE TO THE ALPHA ANCHOR FOR

CONSTRAINT SET1 AND BETA ANCHOR FOR CONSTRAINT SEP.

Cs1 CSs2
Class Seq. Name BD-rate BD-rate
(%) (%)
Class A Traffic -32.2
4kx2k PeopleOnStreet -19.9
Avg_4kx2k -26.1
Kimonol -39.6 -42.6
ParkScene -27.8 -27.9
i'ggng Cactus -30.9 317
BasketballDrive -35.3 -41.1
BQTerrace -40.0 -48.0
Avg_1080p -34.7 -38.3
BasketballDrill -30.7 -28.7
Class C BQMall -32.7 -31.4
WVGA PartyScene -32.7 -26.3
RaceHorses -28.3 -27.4
Avg_WVGA -31.1 -28.5
BasketballPass -22.3 -23.0
Class D BQSquare -44.0 -34.0
WQVGA BlowingBubbles -26.7 -16.1
RaceHorses -20.5 -20.4
Avg WQVGA -28.4 -23.4
Class E V?dyol -46.4
720p V!dy03 -41.4
Vidyo4 -41.3
Avg_720p -43.0
Overall Avg -30.9 -33.0

C. Complexity comparison

We have discussed the complexity of the differexdls
used in the proposed codec throughout the papeae We
provide an estimate of the average encoding andditeg
times for the proposed codec against JM 16.2.

The encodings were performed on a Linux clustere Th
encoders for the proposed codec and JM 16.2 wargpited
in 32 bits. The encoder software for the proposedec was
single-threaded with no assembly code. When avdrager
different bit rates, sequences and constraint fetsaverage
encoding time for the proposed codec was roughtymes
higher than that for JM 16.2.

The decoding was performed on a Windows PC runditig
bit Windows XP. The decoder software for the praubs
codec was single-threaded with no assembly code and
compiled using Microsoft Visual Studi§ 2005 Professional
Edition. The I/O times (for output YUV file geneiat) were
included in decoding times measurements. The agerag
decoding time for the proposed codec was roughtymes
higher than that for JM 16.2.

IV. CONCLUSION

In this paper, we have presented a video codecdbase
extended macroblock sizes, improved interpolatiomd a
flexible motion representation. This codec constiu
Qualcomm’s response to CfP for the next generatideo
coding standard. In this paper, the key featurdheproposed
codec have been described, including detailed ittgor
descriptions. We have presented objective and slivge
performance results for the proposed codec in cosgpato
the anchors generated by the AVC/H.264 referenfsvaie
codec JM16.2. The proposed codec scored highlyoit b
subjective evaluations and objective metrics and among
the best-performing CfP proposals.

B. Subjective performance

All the proposals that were submitted in responsiné CfP
underwent rigorous subjective evaluations. Tableovhpares
the average mean opinion score (MOS) for the preghasdec
against the corresponding AVC/H.264 anchors fofediit
resolutions. From the table it can be seen thahtleeage gain
on MOS scale is in the range 1.1 — 2.6. The prapaselec
scored highly in subjective evaluations and was ramthe

best-performing CfP proposals.
TABLE V
COMPARISON OF THE SUBJECTIVE PERFORMANCE OF THE PRISED CODEC
AGAINST ALPHA AND BETA ANCHORS FORCS1AND CS2,RESPECTIVELY.

Average MO!

Class Cs1 CS2
Proposed| Alpha Proposed beta
codet ancho codet ancho
1080p 8.2 6.5 7.5 5.3
WVGA 6.2 4.5 5.5 3.9
WQVGA 6.4 5.3 5.4 4.1
720p 6.8 4.2
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Fig. 6. Detailed flow graph for the proposed 1®bint transform.



